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Xiilasa: Mikroservis arxitekturasinda molumat Otiirlilmasi ~ sistemin
performansina, etibarlilifina vo miqyaslanmasina birbasa tosir gostorir.
Servislor arasinda effektiv kommunikasiya tomin etmok ii¢iin sinxron vo
asinxron tisullar, mesaj ndvbolari, APl Gateway hollori totbiq edilir. Bu
yanagma sistemin ¢evikliyini artirir vo komponentlor arasinda asililig1 azaldir.

Acar sozlor: Mikroservislor, mesaj ndvbolori, RESTful APIL, gRPC, event-
driven arxitektura, data consistency.

Giris

Microservis arxitekturasi monolit sistemlordon forqli olaraq totbiqin bir-birindon miistoqil
isloyon kigik xidmaotlora boliinmasi prinsipino osaslanir. Hor bir microservis 6z verilonlor
bazasina va biznes mantiqine malik olur. Bu struktur ¢eviklik, miqyaslana bilms vo davamliliq
baximindan miihiim Ustiinliiklor yaradir. Lakin bu miihitdo osas cagirislardan biri xidmatlor
arasinda molumatlarin diizgiin, tohliikasiz vo somaerali 6tiirtilmosidir [1]. Xidmatlorarasi diizgiin
kommunikasiya olmazsa, sistemda gecikmalor, malumat uygunsuzlugu va tohliikesizlik risklori
yarana bilor. Mikroservis arxitekturast miiasir proqram tominati sistemlorinin qurulmasinda
genis totbiq olunan yanasmadir. Bu arxitekturada boyiik totbiglor kigik, miistoqil servislora
boliiniir vo har bir servis 6z masuliyyot sahasindo foaliyyat gostorir. Monolit sistemlardon forqli
olaraq, mikroservislor ayri-ayr1 deploy edilo, miqyaslana vo idaro edilo bilir. Lakin bu
uistiinliiklor servislor arasinda malumat miibadilasinin diizgiin togkili masalasini ortaya ¢ixarir.
Mikroservis miihitindo molumatlarin effektiv 6tiiriilmasi sistemin imumi performansini,
etibarliligin1 vo dayaniqligint miioyyon edir. Servislor arasinda diizglin kommunikasiya
strategiyast secilmadiyi toqdirdo gecikmalor, molumat itkisi vo sistem ¢okmasi kimi problemlor
yarana bilor. Buna gérs do mikroservis arxitekturasinda isloyan togkilatlar malumat Gtiiriilmasi
iclin on uygun texnologiya vo metodlart se¢gmali, sistemin ehtiyaclarina uygun hallor totbiq
etmolidirlor.

Mbolumat otiiriilmasi iisullarinin asas novlori

Mikroservis arxitekturasinda molumat miibadilasi ti¢lin miixtolif yanagsmalar movcuddur.
Hor bir tisulun 6ziinomoxsus TUstiinliiklori vo totbiq saholori vardir. Togskilatlar sistemin

tolabloring, performans gostoriciloring vo biznes moagsadlorine uygun olaraq bu tisullardan birini
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v ya bir ne¢asini eyni vaxtda istifads edo bilorlor. Diizgiin kommunikasiya modelinin se¢ilmasi
sistemin galocok inkisafina vo miqyaslanmasina shamiyyatli tasir gostorir.

1. Sinxron Kommunikasiya (Synchronous Communication)

Sinxron kommunikasiya modelindo bir servis digor serviso sorgu gondorir vo cavab
gbzloyir. Bu zaman sorgu gondoron servis cavab alinana qodor 6z igini davam etdiro bilmir.
Sinxron yanagma real vaxt tolob edon omoliyyatlar iigiin uygundur.

RESTful API

REST (Representational State Transfer) mikroservislor arasinda on genis istifade olunan
protokoldur. HTTP osasli olan bu yanagsma standart metodlar (GET, POST, PUT, DELETE)
vasitosilo resurslarla omoliyyatlar aparir. RESTful API anlasigli, sado vo miixtolif
platformalarda dastaklonir. JSON formatinda molumat miibadilesi hoyata kegirilir va sarhadlori
aydin miioyyan olunmus endpoint-lor vasitosils servislor bir-biri ilo alaqa qurur. Bu iisul kigik
vo orta hocmli sorgular {igiin effektivdir, lakin yiliksok yiikli sistemlordo performans
problemlori yarana bilor.

gRPC

gRPC Google torofindon hazirlanmis yiiksok performansli RPC (Remote Procedure Call)
corcivasidir. HTTP/2 protokolu iizorinds isloyir vo Protocol Buffers (protobuf) formatinda
molumat serializasiyas1 hayata kecirir. REST API-dan forqli olaraq, gRPC daha az hacmli
molumat paketlori gondarir vo binary format istifads etdiyi li¢iin daha stiratlidir. Mikroservislor
arasinda yliksok tezlikli molumat miibadilasi tolob edon sistemlor {igiin gRPC ideal hoalldir. Eyni
zamanda bidirectional streaming dastoyi vo type safety tomin edir.

2. Asinxron Kommunikasiya (Asynchronous Communication)

Asinxron kommunikasiyada servis sorgu gondordikdon sonra cavab gdzlomir vo 6z isini
davam etdirir. Bu model servislor arasinda asililig1 azaldir va sistemin {imumi dayaniqligini
artirir. Mesaj asasli kommunikasiya vasitasilo servislor bir-birindon miistoqil sokilds foaliyyat
gostora bilir.

Mesaj Novbalari (Message Queues)

Mesaj novbelori asinxron kommunikasiyanin asas torkib hissasidir. RabbitMQ, Apache
Kafka, Amazon SQS kimi platformalar servislorin mesajlar1 novbolors gondormasine vo digor
servislor torafindon emal edilmosine imkan verir. Bu yanagsma sistemin yiikiinii borabor
paylamaga, mesajlarin itmomaosino vo servislor arasinda bos olagoni (loose coupling) tomin
etmayo komoak edir. Masalan, bir servis sifaris yaradib mesaji ndvbaya gonders bilor, ddonis
servisi isa miistoqil olaraq hamin mesaji1 oxuyub emal edo bilor.

Event-Driven Arxitektura
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Hadiso osasli arxitektura mikroservislor arasinda molumat miibadilasinin daha miirakkab
formasidir. Bu modelds servislor hadisolori (events) publish edir vo digor servislor maraq
gostardiklori hadisoalors subscribe olurlar. Apache Kaftka, AWS EventBridge, Azure Event Grid
kimi platformalar event streaming vo event sourcing ii¢lin istifado olunur. Hadiso osash
yanagma sistemin miqyaslanmasini asanlagdirir, real vaxt molumat emalini tomin edir vo
servislor arasinda tam miistoqillik yaradir.

3. API Gateway

API Gateway mikroservis arxitekturasinda morkozi giris noqtosi rolunu oynayir. Biitiin
xarici sorgular avvolco API Gateway-o daxil olur, sonra uygun servislora yonlondirilir. Bu hall
authentication, rate limiting, request routing, load balancing vo monitoring kimi funksiyalar1
markazlogdirarok sistemin idarasolunmasini sadslosdirir. Kong, AWS API Gateway, Azure API
Management kimi platformalar bu magsadls istifads olunur. API Gateway homginin miixtolif
servislordon golon molumatlar birlogdirarak (aggregation) klienta vahid cavab qaytara bilir.

4. Service Mesh

Service Mesh mikroservislor arasinda soboko soviyyosindo idaroetmoni tomin edon
infrastruktur layidir. Istio, Linkerd, Consul kimi hollor servislorin bir-biri ilo neco slago
qurdugunu, trafikin neco yonlondirildiyini, tohliikesizliyin neco tomin edildiyini idara edir.
Service Mesh load balancing, circuit breaking, retry logic, distributed tracing, mTLS (mutual
TLS) sifrolomosi kimi xiisusiyyatlori avtomatik hoyata kegirir. Bu yanasma development
komandalarint goboko soviyyesindoki miirokkabliys qapilmaqdan azad edir vo servislor
arasinda etibarli kommunikasiya tomin edir.

5. Database Per Service Pattern

Mikroservis arxitekturasinin asas prinsiplarindon biri hor servisin 6z molumat bazasina
sahib olmasidir. Bu yanagma servislor arasinda tam miistoqillik yaradir vo har bir servis 6z
molumatlarini istadiyi texnologiya ilo saxlaya bilor (polyglot persistence). Lakin bu model
servislor arasinda molumat ardicilligini (data consistency) tomin etmok mosolosini ortaya
¢ixarir. Bu problemin holli iiglin Saga Pattern, Event Sourcing vo CQRS (Command Query
Responsibility Segregation) kimi yanagmalar totbiq edilir.

6. Data Consistency vo Distributed Transactions

Mikroservis miihitinde molumat ardicilligini tomin etmak on miirokkob masalolordon
biridir. Monolit sistemlordo ACID (Atomicity, Consistency, Isolation, Durability)
tranzaksiyalar asanliqla idara olunurdu, lakin paylanmis sistemlorde bu miimkiin deyil. Bunun
ovazina eventual consistency modeli totbiq edilir. Saga Pattern uzunmiiddatli tranzaksiyalari

ki¢ik addimlara bolorok hor addimin kompensasiya mexanizmini tomin edir. Two-Phase
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Commit (2PC) protokolu iso biitiin servislora tranzaksiya amoliyyatint commit etmok vo ya
rollback etmok barado signal gondorir.
7. Caching Strategiyalari
Mikroservislor arasinda molumat miibadilosini optimallagdirmaq {igilin caching
mexanizmlori mithiim rol oynayir. Redis, Memcached kimi in-memory cache hallori tez-tez
istifado olunan molumatlar1 yaddasda saxlayaraq sorgu siirotini ohomiyyatli doracads artirir.
Cache-aside, write-through, write-behind kimi strategiyalar molumatlarin neco vo no vaxt
cache-o yazilacagini miioyyon edir. Distributed caching sistemlori iso birdon ¢ox serverin
yaddasini birlogdirarak boylik hocmli molumatlarin siiratli sokilds oldo edilmasini tomin edir.
8. Circuit Breaker Pattern
Mikroservis arxitekturasinda bir servisin ¢okmasi digor servislora zoncir reaksiyasi
yarada bilar. Circuit Breaker pattern bu problemin garsisini alir. ©gar bir servis miiayyon sayda
ugursuz sorgudan sonra cavab vermirsa, Circuit Breaker "agilir" vo homin serviso sorgular
miivoqqgoti dayandirilir. Bu zaman fallback mexanizmi iso diisiir vo ya kesdon molumat
qaytarilir. Miioyyan miiddstden sonra Circuit Breaker yenidon cohd edir vo ogor servis barpa
olunubsa, normal is rejimino qayidir. Resilience4j, Hystrix kimi kitabxanalar bu pattern-i
hoyata kegirir.
9. Monitoring va Distributed Tracing
Mikroservislor arasinda molumat axinini izlomok {i¢iin monitoring v distributed tracing
alotlori vacibdir. Prometheus, Grafana, ELK Stack (Elasticsearch, Logstash, Kibana) sistemin
performansini real vaxtda izlomoys imkan verir. Jaeger, Zipkin kimi distributed tracing
platformalar1 iso sorgunun biitiin servislor arasinda kec¢diyi yolu vizuallasdirir vo darbogazlar
miuoyyanlosdirmoys kdmaok edir. Bu alatlar latency, error rate, throughput kimi metriklori geyds
alir vo sistem administratorlarina operativ qarar vermak imkani yaradir.
10. Komandanin hazirhgi va best practices
Mikroservis arxitekturasinda isloyon development komandalari molumat oOtiiriilmosi
tisullari, kommunikasiya pattern-lori vo distributed sistemlorin 6ziinomoxsus ¢atinliklori ilo
tanig olmalidirlar. API versiyalasdirmasi, backward compatibility, idempotency, timeout vo
retry strategiyalari kimi movzularda bilik oldo etmolidirlor. Komanda {izvlori containerization
(Docker), orchestration (Kubernetes), CI/CD pipeline qurulmasi vo infrastructure as code
(Terraform, Ansible) kimi texnologiyalara yiyslonmolidirlor. Miitomadi olaraq kod review,
architecture review va performans testlori hoyata kegirilmolidir.

Natico
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Mikroservis arxitekturasinda molumatlarin effektiv  otiiriilmosi  sistemin  ugurlu
foaliyyotinin osasini togkil edir. Sinxron vo asinxron kommunikasiya modellori, mesaj
novbolori, event-driven arxitektura, API Gateway, Service Mesh kimi yanagmalar sistemin
toloblorino uygun olaraq secilmali vo totbiq edilmolidir. Molumat ardicillig, distributed tracing,
caching strategiyalar1 va circuit breaker pattern-i mikroservis miihitinin kompleks masalalorini
hall etmoyos komok edir. Diizglin texnologiya se¢imi vo komandanin bu sahado bilikli olmasi
sistemin performansini, miqyaslanmasini vo etibarliligini artirir. Mikroservis arxitekturasinin
istiinliiklorindon tam istifado etmok {iglin molumat oOtiiriilmoasi strategiyalar1 diggotlo

planlasdirilmali va sistemin inkisafi ilo paralel olaraq tokmillosdirilmalidir.
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EFFECTIVE WAYS OF DATA TRANSFER IN MICROSERVICE
ENVIRONMENT
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Azerbaijan University, Jeyhun Hajibeyli 71, Baku, Azerbaijan

Abstract: Data transfer in microservice architecture directly impacts system
performance, reliability, and scalability. Synchronous and asynchronous methods, message
gueues, and APl Gateway solutions are implemented to ensure effective communication
between services. This approach enhances system flexibility and reduces dependencies between
components.
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architecture, data consistency.
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